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Abstract 

Theoretical possibilities of determining energetic and thermodynamic characteristics of 
chemical entities in gaseous and condensed (solid and liquid) phases are briefly reviewed. The 
considerations include quantum chemistry methods which enable evaluation of energetic quanti- 
ties and statistical thermodynamics dependencies necessary for determining other thermody- 
namic characteristics. The possible applications of these methods are also discussed in brief. 
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Introduction 

The structure of chemical entities in minimum energy stationary states can 
be established absolutely by diffraction methods, i.e. X-ray, electronography or 
neutronography [1, 2]. In addition, numerous spectroscopies such as IR, NMR, 
EPR, electronic absorption and emission or photoelectron provide indirect in- 
formation on this matter [1, 3]. On the other hand, calorimetry, thermoanalyti- 
cal techniques, as well as spectroscopic and electrochemical methods enable 
determination of thermodynamic characteristics of the systems in certain states 
(lowest energy or free energy and equilibrium states) [1, 4, 5]. Using experi- 
mental techniques we are, however, unable to disclose the structure and thermo- 
dynamic quantities of molecules or conglomerates of these in stationary 
transition states (saddle points) - with the exception of energetic characteristics 
which can sometimes be extracted from kinetic measurements. 

Theoretical methods enable prediction of the structure of chemical entities 
in stationary states corresponding to both energy minima and saddle points 
[6, 7]. Moreover, complete energetic and thermodynamic descriptions of mole- 
cules in these states is possible combining quantum chemistry [6, 7] or density 
functional theory [8] methods with statistical thermodynamics [9]. This permits 
determination of energy difference between saddle points and relevant energy 
minima - which reflect activation barriers, and create a basis for theoretical ex- 
amination of kinetics of chemical processes [10, 11]. Application of quantum 
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mechanics and density functional theory also enables us to gain quantitative in- 
formation on numerous properties of molecules such as polarity (dipole mo- 
ment), polarizability, as well as electron detachment (ionization potential) or 
attachment (electron affinity) ability [6, 8]. Furthermore, the above mentioned 
methods provide partial charges on atoms and predict distribution of electro- 
static potential around the molecules. The latter information is crucial in under- 
standing the behaviour of chemical entities in condensed phases and, among 
others, in living matter [12]. 

Theoretical methods found wide application for describing gaseous systems 
in which molecules can be treated as isolated species not interacting with each 
other. In condensed phases, molecules interact with the surroundings or, in 
other words, are influenced by the potential of the surroundings (in gaseous 
phases this potential is usually negligible). The inclusion of these interactions 
provides information on the structure and thermodynamics of condensed 
phases. The latter problem is the main issue of this brief review. 

Ene rge t i c s  a n d  t h e r m o d y n a m i c s  of  gaseous systems 

According to the quantum mechanics, the energy and other related proper- 
ties of molecules may be obtained by solving the Schr6dinger equation: 

kW=E~/ (1) 

where W is the wavefunction and ~/' the energy (E) operator (HamUtonian) 
[1, 6, 7]. For most of molecular systems it is justified to assume that the nuclei 
remain stationary and only electrons continue in motion. This approximation 
(known as the Born-Oppenheimer approximation) boils down the problem to 
solving the Schr6dinger equation for the electrons (el) alone 

H~iUf'el (r,R) = Eel(R)~t',t (r,R) (2) 

where r denotes electron and R-nuclear coordinates. It results from this ap- 
proximation that the energy depends on the structure of molecules. Hamiltonian 
for isolated molecules combines two terms 

= f,  (3 )  

i.e. kinetic (reflecting motions of electrons) Tand potential (reflecting all types 
of electrostatic interactions) ~' energy. The electronic wavefunction in Eq. (2) is 
a combination of molecular spin orbitals (constructed according to the Hartree- 
Fock scheme [6, 7] extended by Roothaan and Hall [13, 14]) of which each is 
a linear combination of so-called basis functions (basis sets) (coefficients of the 
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latter expansion are optimized by the Self-Consistent Field (SCF) procedure). 
The name ab initio refers to complete calculations performed solely on the laws 
of quantum mechanics in different basis sets [6, 7]. Semi-empirical methods 
use parameters derived from experimental data (enthalpies of formation, ion- 
ization potentials, spectral characteristics) to simplify the computations 
[6, 7, 15, 16]. In the density functional theory, the expression for the energy 
and for an electronic wavefunction include terms accounting for the exchange 
energy (resulting from the quantum nature of the electrons) and for the electron 
correlation (arising from electrons interacting with one another) [8]. 

As a result of quantum mechanical calculations, energies (E) and geometries 
of molecules are obtained. Having energies for all entities occurring in the 
equation defining formation of a given compound one can determine the energy 
of its formation (ARE) on the basis of Hess's Law [1, 6, 7] 

AcE = (F-~o,,~g - ~nr (4)  
c 

where ne denotes stoichiometric coefficients of all elements (e) (in a stable form 

in a gaseous phase). The standard enthalpies of formation (Af, r/-/~ of com- 
pounds in the gaseous phase ca.n be obtained adding the zero point energy term 

T 

(AEo), and the terms accounting for the heat capacity changes (IA~dT) and 
o 

changes of enthalpies of elements resulting from transfer between gaseous and 
standard state in the usual sense (pressure= 1 atm at a given temperature (T)) 

[ 1] 

T 

Af.T H 0 = A f E + A Eo + fACeT - AH~l~m~m (5) 
o 

Zero point energy (Eo) contribution for a given entity can be derived using the 
equation [1, 6, 7] 

Eo = 1 NhcY~ 7k (6) 
k 

in which N, h and c denote the Avogadro number, Planck constant and velocity 
of light, while ~ - the wavenumber of a normal mode in the molecule (summa- 
tion extends over all molecular vibrations (k)). Multiplication of Eo values thus 
obtained by relevant stoichiometric factors and summation analogous as in 
Eq. (4) gives the values of the AEo. 
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T 

Values of J-A~ dT can be evaluated on the basis of the statistical thermody- 
0 

namics [9]. Finally, values of AHc~emc,~ are most often assumed on the basis of 
experimental heats of volatilization of elements. 

Predicted, in the above described manner, enthalpies of formation strongly 
depend on the size and features of the basis sets used. Often, only relatively 
large basis sets with included electron correlation provide values which are 
comparable to the experimental ones [7, 17]. This, however, requires time con- 
suming calculations. It has also been noted, that energetics of small (diatomic) 
molecules is usually poorly reflected by quantum chemistry methods. If such 
molecules are the substrates in the reaction of formation of a given compound, 
their energies influence the energies and enthalpies of formation. To avoid such 
an effect the introduction of a so-called isogyric [18] (or higher order [19]) cor- 
rection, whose magnitude is given by the difference between experimental and 
theoretical (on the level of a certain basis of functions) dissociation energies of 
diatomic molecules divided by 2 and multiplied by a total number of unpaired 
electrons in all monoatomic species constituting a given entity, has been pro- 
pos~.  This type of corrections has been included in G1 [20] and G2 [19] theo- 
ries which combine various quantum chemistry methods in such a way as to 
obtain the most reliable values of heats of formation in a reasonable time of cal- 
culation. Another approach, sound in the case of medium size molecules, com- 
bines theoretical heats of hydrogenation with enthalpies of formation or reaction 
products - if the latter characteristics are established accurately enough, either 
experimentally or theoretically [21]. Thermochemistry of larger compounds is 
considered in the category of so-called isodesmic reactions in which the number 
of each kind of formal chemical bond is conserved [22, 23]. 

Semi-empirical methods, such as MNDO [24], AM1 [25] or PM3 [26] pro- 
vide enthalpies of formation at a chosen temperature [ 15], which is achieved by 
the use of an approximate form of the Schr6dinger equation supplemented with 
parameters of an experimental origin [7]. 

Finally, the enthalpies of formation of relatively large species can be pre- 
dicted utilizing additive thermochemical models [21] such as Benson's group 
additivity method [27]. 

Ene rge t i c s  a n d  t h e r m o d y n a m i c s  of  solid systems 

Energetics of condensed phases can be described on the basis of quantum 
mechanics by extending the Hamiltonian for isolated entity (Eq. (3)) of the term 
(Hf) "reflecting the potential energy of a molecule as a result of interactions with 
the surrounding [6, 7] 

J. Thermal Anal., 45, 1995 



BLAZEJOWSKI �9 al.: THEORETICAL METHODS 833 

(7) 

In the case of a solid phase, such an approach did not, however, find practical 
application in the examination of thermodynamics of solid phases. Instead, for 
theoretical description of energetics of ordered crystalline systems the approach 
proposed assumes that fragments constituting such a phase, whose energy can 
be determined by quantum chemistry methods, interact with each other and the 
energy of this interaction is reflected by the crystal lattice energy (Eo). The lat- 
ter quantity is related to the amount of energy which has to be supplied to trans- 
fer molecules (A,B=) from the solid (s) to the gaseous (g) phase [1, 28] 

(AnBm) ' -.} (AnBm)g(T/A am+ + 17/Bcm-)g (8) 

(in the case of molecular crystals, molecules are transferred unchanged, while 
ionic crystals - the hypothetical transfer concerns A ~ and B ~*- ions (~ is the 
multiplicator indicating actual valence of both ions)), i.e. with the equation 

ArE [ ( a ~ . ) g ( n a  ~ "  + m / r * -  )g] - A f E [ ( a ~ . ) d  = -Eo (9) 

In the theoretical description of the crystal lattice energy four contributions are 
considered, namely reflecting electrostatic (Ect), dispersive (Ed) and repulsive 
(Er) interactions, as well as the term zero point energy (Eo) [28-31] 

Eo= E,~ + Ed + E, + (Eo), (io) 

(the right hand side of Eq. (10) describes energy of interaction and is thus al- 
ways negative which necessitates multiplication of the Eo value by -1 to enable 
its comparison with the left hand side of Eq. (9)). The electrostatic, dispersive 
and repulsive interactions are represented by the general equation 

1 
m x p , -  (11 ) 

in which ~ is a factor equal to l/(4~ao) (8o is the permittivity of free space) for 
electrostatic and 1 - for dispersive and repulsive interactions, P denotes partial 
charge on an atom (if it concerns electrostatic interactions) or parameter as- 
cribed to the atom (if is related to dispersive and repulsive interactions), R is the 
distance between the atom of a chosen molecule (i) and the atom of a molecule 
from the surrounding (11, while a equals 1 for electrostatic, 6 - dispersive and 
12 - repulsive interactions. Repulsive interactions are often expressed by the ex- 
ponential type dependency (the so called Buckingham potential) 
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Er = 1 NZ. ZCiCjexp(_pipiR~j ) (12) 

(C and P' are the parameters characteristic of the pair of atoms). Finally, the 
term zero point energy in relation to the crystal lattice energy is given by the 
equation analogous to (6), in which the wavenumber refers to normal lattice 
mode ('-VL) and summation extends over L lattice vibrations [29, 30]. 

Crystal lattice energy can be calculated if the crystal structure, partial 
charges and parameters characterizing atoms are known. Having crystal lattice 
energies, the energies of formation of solid compounds at 0 K can be deter- 
mined by Eq. (9). The energies of formation of gaseous molecules, necessary 
for carrying out the latter calculations, can be obtained employing quantum 
chemistry methods [6, 7]. The above described procedure therefore enables 
purely theoretical determination of energetic characteristics of crystalline 
phases. Further insight into the thermodynamics of solid phases is possible em- 
ploying statistical thermodynamics, which enables determination of contribu- 
tions to energy, enthalpy, entropy, free energy and free enthalpy resulting from 
the increase of temperature above 0 K [9]. To obtain the latter characteristics it 
is necessary to assume that the molecule is rigid, that all vibrations are har- 
monic and that temperature does not influence the dimensions of the unit cell 
and lattice vibrations. Despite these simplifications the thermodynamic charac- 
teristics derived by us [32-37] and others [30, 31, 38-40] correspond quite 
well to those originating from the experiment. Moreover, in several cases un- 
known characteristics could be predicted on this way [35-37]. 

Ene rge t i c s  a n d  thermodynamics of l iquid  systems 

Liquid phases - contrary to crystalline (perfectly ordered) and gaseous (per- 
fectly disordered) ones, are only partially ordered. It is, therefore, difficult to 
describe energetic and entropic changes in such systems. The models which will 
be mentioned here were developed to describe thermodynamics of solutions. 

Energetics of molecules dissolved in the liquid phase is reasonably well de- 
scribed by the Self-Consistent Reaction Field (SCRF) theory [7, 41, 42] which 
incorporates the Onsager reaction field model [43]. In this theory, the solvent 
is viewed as a continuous medium of uniform dielectric constant (e), surround- 
ing a spherical cavity of radium bo occupied by a molecule. It is assumed that a 
dipole in the molecule (la) induces a dipole in the medium, and that the electric 
field arising from the solvent dipole in turn interacts with the molecular dipole. 
This leads to the net stabilization of the system. The interactions can, therefore, 
be considered in the category of electrostatic effect represented by an additional 
term Hf in the Hamiltonian (Eq. (7). 
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^ 2 ( e - l )  b3o ~t ( 1 3 )  Hf= Ix 2~+2  

^ 

where Ix is the molecular dipole operator. As the dielectric constant and cavity 
radius are not predictable theoretically, the application of the SCRF model ne- 
cessitates the respective use of experimental and assumed values of both quan- 
tities. It has been shown that despite some limitations of the SCRF theory (it 
does not apply to non-polar systems and requires the above-mentioned assump- 
tions) it foresees energetics and some other features reasonably well (e.g. fre- 
quencies of molecular vibrations) of solute molecules immersed in the solvent 
[41, 42]. 

A more advanced approach was proposed by Cramer and Truhlar [44, 45]. 
According to this, the heat of formation (AfH, o~) of dissolved molecules (solute) 
is the sum of three contributions, 

,~fH.odsolute] = afHdsolute] + Eco~ + Ea~., (14) 

namely, the heat of formation of a solute in the gaseous phase (AfHdsolute]), 
the energy of Coulombic interactions of solute and solvent (Ecou0 and the en- 
ergy change which accounts for the disruption of the solvent structure due to the 
solute (Ed~,0, respectively. In these methods the Hamiltonian for isolated solute 
molecule, relevant to the semi-empirical MNDO [24], AM1 [25] and PM3 [26] 
methods, is modified (Eq. (7) so as to include solute-solvent interactions and 
changes in the constitution of a solvent upon formation of a solution. The sub- 
sequent parameterization, specific for a given solvent, enables determination of 
heats of formation on a solute in the liquid phase. This approach in somewhat 
modified form can be used for prediction of free enthalpies (energies) of forma- 
tion, if parameterization is based on experimental values of the quantity. The 
Cramer-Truhlar scheme was originally incorporated into AM1 (SM1, SMla 
and SM2 models) and PM3 (SM3 model) methods - with parameterization for 
water [44, 45]. This approach can, however, be included into more advanced 
semi-empirical or even ab initio methods (SPARTAN 3.1 program [46]). It is 
perhaps also worth mentioning on simplified Cramer-Truhlar schemes parame- 
terized for water (aq) and hexadecane (hd) as solvents, incorporated into 
MNDO, AM1 and PM3 methods, and known under the names MNDOaq, 
MNDOha, AMI,q, AMlhd, PM3aq and PM3hd, respectively, which have been 
outlined by Dixon et al. [47]. 

None of the above described approaches touches on the problem of solvation 
from the point of view of specific solute-solvent interactions and structure of 
solvates. The simplest way of achieving this is to perform a Monte Carlo or mo- 
lecular dynamics calculations on a solute 'immersed' in a box containing a large 

J. 771ennal Anal., 45, 1995 



836 BL~-.FJOWSKI et al.: THEORETICAL METHODS 

(but finite) number of solvent molecules [48, 49]. Such an approach, however, 
requires knowledge of empirical energy functions describing solute-solvent and 
solvent-solvent interactions. 

In fo rmat ion  on progrmns 

The application of theoretical methods is nowdays possible due to the wide 
variety of computer programs available. Semi-empirical and ab initio calcula- 
tions for small systems can be carried out on personal computers. Advanced cal- 
culations and/or those for relatively large molecules require workstations or 
supercomputers. 

To have some idea of the available computer programs we have provided 
brief information concerning some of them. Numerous quantum chemistry and 
other programs are distributed by Quantum Chemistry Program Exchange 
(QCPE) (Indiana University, Bloomington, Indiana 47 405, USA). Very good 
quantum chemistry programs with statistical thermodynamics and numerous 
other routines included are: GAUSSIAN (the newest version GAUSS- 
IAN 92/DFT) [50], SPARTAN (the newest version SPARTAN 3.1) [46], 
GAMESS [51], and MOPAC 93 [52]. GAUSSIAN 92/DFT and MOPAC 93 
have included options for the SCRF method [41, 42], while SPARTAN 3.1 - 
for the Cramer-Truhlar [44, 45] and Dixon et al. [47] methods. The most gen- 
eral program for the crystal lattice energy calculations is PCK 83 [53] and one 
developed by Prof. W. R. Busing (Oak Ridge National Laboratory, Oak Ridge, 
Tennessee 37 830, USA). 

The authors thank Dr. M. Gutowski for his valuable comments. The financing of this work 
by the Polish State Committee for Scientific Research (KBN) under grant no. 2.0679.91.01 
(contract no. PB 1156/2/91)is gratefully acknowledged. 

References 

1 P. W. Atldns, Physical Chemistry, W. H. Freeman, New York, 3rd edn., 1986. 
2 D. McKie and C. McKie, Essentials of Crystallography, Blackwell Scientific Publications, 

Oxford 1986. 
3 Structure and Dynamics of Weakly Bound Molecular Complexes, A. Weber edn., NATO ASI 

Series, D. Reidel Publishing Company, Dordrecht, Vol. 212, 1987. 
4 Molecular Structure and Energetics: Physical Measurements, J. E Liebman and A. Green- 

berg edn., VCH, New York, vol. 2, 1987. 
5 E. A. Guggenheim, Thermodynamics: An Advanced Treatment for Chemists and Physicists, 

North-Holland, 1988. 
6 W. J. Hehre, L. Radom, P. v. R. Schleyer and J. A. Pople, Ab initio Molecular Orbital The- 

ory, Wiley, New York 1986. 

J. Thermal Anal., 45, 1995 



BLA~.3OWSKI et al.: THEORETICAL METHODS 837 

7 J. B. Foresman and A. Friseh, Exploring Chemistry with Electronic Structure Methods: A 
Guide to Using Gaussian, Gaussian Inc., Pittsburgh, USA. 

8 Density Functional Methods in Chemistry, J. Labanowski and J. Andzelm edn., Springer- 
Verlag, New York 1991. 

9 D. A. MeQuarrie, Statistical Thermodynamics, Harper and Row, New York 1973. 
10 P. J. Robinson and K. A. Holbmok, Unimolecular Reactions, Wiley, New York 1972. 
11 J. Bla2ejowski, J. Rak and M. Gutowski, J. Thermal Anal., 43 (1995) 45. 
12 D. Hadzi, J. Koller, M. Hodoseek and D. Koejan, 'Modeling of Structure and Properties of 

Molecules', Z. B. Maksie edn., Ellis Harwood, London 1987. 
13 C. C. J. Roothaan, Rev. Mod. Phys., 23 (1951) 69. 
14 G. G. Hall, Proe. Roy. Soe. (London), A205 (1951) 541. 
15 J. J. P. Stewart, J. Comput.-Alded Mol. Design, 4 (1990) I. 
16 M. C. Zerner, Rev. Comput. Chem., 2 (1991) 313. 
17 J. "Rak, P. Skurski, A. Liwo and I. 81a~ejowski, J. Am. Chem. Soe., 117 (1995) 2638. 
18 J. A. Pople, 8. T. Luke, M. J. Friseh and J. S. Binkley, J. Phys. Chem., 89 (1985) 2198. 
19 L, A. Curtiss, K. Raghavaehari, G. W. Trucks and J. A. Pople, J. Chem. Phys., 94 (1991) 

7221. 
20 J. A. Fople, M. Head-Gordon, D. J. Fox, K. Raghavaehari and L. A. Curtiss, J. Chem. 

Phys., 90 (1989) 5622. 
21 M. Sana and G. Leroy, Ann. Soe. Sei. Bruxelles, 105 (1991) 67. 
22 W. J. Hehre, R. Ditehfield, H. R. Radom and J. A. Pople, J. Am. Chem. Soe., 92 (1970) 

4796. 
23 K. 8. Wiberg, C. M. Hadad, P, A. Rablen and H, Cioslowski, J. Am. Chem. Sot.,  114 

(1992) 8644. 
24 M. 1. S. Dewar and W. Thiel, J. Am. Chem. Soe., 99 (1977) 4907, 4899. 
25 M. J. S. Dewar, E. G. Zoebiseh, E. F. Healy and J. J. P. Stewart, J. Am. Chem. Soe., 107 

(1985) 3902. 
26 J. J. P. Stewart, J. Comput. Chem., 10 (1989) 209, 221. 
27 S. W. Benson, F. R. Cruiekshank, D. M. Golden, G. R. Haugen, H. E. O'Neal, A. S. Rod- 

gets, R. Shaw and R. Walsh, Chem. Rev., 69 (1969) 279. 
28 I. Bla~ejowski and L Lubkowski, I. Thermal Anal., 38 (1992) 2195. 
29 J. B. Bates and W. R. Busing, J. Chem. Phys., 60 (1974) 2414. 
30 D. E. Williams, Top. Curt. Phys,, 26 (1981) 3. 
31 A. Gavezzotti and M. Simonetta, Chem. Rev., 82 (1982) 1. 
32 J. Rak, M. Gutowski, P. Dokurno, H. Vu Thanh and J. Bla~ejowski, J. Chem. Phys., 100 

(1994) 5810. 
33 M. Gutowski, J. Rak, P. Dokurno and J. Bla~ejowski, J. Phys. Chem., 98 (1994) 6280. 
34 M. Gutowski, J. Rak, P. Dokurno and J. Bla~ejowski, Inorg. Chem., 33 (1994) 6187. 
35. H. Vu Thanh and J. Bla~.ejowski, Thermochim. Aeta, 236 (1994) 263. 
36 L: Gruzdiewa, J. Rak and J. Bla~ejowski, J. Alloys Compd., 210 (1994) 63. 
37 J. Rulewski, J. Rak and J. Bla~.ejowski, Aeta Chim. Hung., 131 (1994) 639. 
38 P. A. Reynolds, J. K. Kjems and J. W. White, J. Chem. Phys., 60 (1974) 824. 
39 A. J. Pertsin, Yu. P. Ivanov and A. I. Kitaigorodsky, Aeta Crystallogr., Sect. A, A37 (1981) 

908, 
40 D. E. williams and J. "fan, Adv. At. Mol. Phys,, 23 (1988) 87. 
41 H. S. Rzepa, Man Yin Yi, M. M. Karelson and M. C. Zerner, J. Chem. Soe., Perkin Trans., 

2 (1991) 635. 
42 M. W. Wong, K. B. Wiberg and M. J. Frisch, J. Am. Chem. Soe., 114 (1992) 523, 1645. 
43 L. Onsager, J. Am. Chem. Soe., 58 (1938) 1486. 
44 C. J. Cramer and D. G. Truhlar, J. Am. Chem. Soe., 113 (1991) 8305. 
45 C. J. Cramer and D. G. Truhlar, J. Comput.-Aided Mol. Design, 6 (1992) 69. 
46 Wavefunetion Inc., 18401 Von Karman, Suite 370, lrvine, CA 92715, USA. 

J. Thermal AnaL, 45, 1995 



838 BLA:7..EJOWSKI et al.: THEORETICAL METHODS 

47 R. W. Dixon, J. M. Leonard and W. J. Hehre, lsr. J. Chem., 33 (1994) 427. 
48 G. Ciccotti, D. Frenkel and I. R. McDonald, Simulation of Liquids and Solids, North-Hol- 

land, Amsterdam 1987. 
49 C. L. Brooks, M. Karplus and B. M. Pettitt, Adv. Chem. Phys., 71 (1988) 1. 
50 M. J. Frisch, G. W. Trucks, H. B. Schlegel, P. M. W. Gill, B. G. Johnson, M. W. Wong, J. 

B. Foresman, M. A. Robb, M. Head-Gordon, E. S. Rcplogle, R. Gompcrts, J. L. Andres, 
K. Raghavachavi, J. S. Binldey, C. Gonzales, R. L. Martin, D. J. Fox, D. J. Defrees, J. Baker, 
J. J. P. Stewart and J. A. Pople, Gaussian 92/DFT, Revision E2 (1993), Gaussian, Inc., Pitts- 
burgh, PA, USA. 

51 M. Dupuis, D. Spangler and J. J. Wendoloski, National Resource for Computations in Chem- 
istry Software Catalog; University of California: Berkeley, 1980 (Program QG 01); current 
version M. W. Schmidt, K. K. Baldridge, J. A. Boatz, J. H. Jensen, S. Koseki, M. S. Gor- 
don, K. A. Nguyen, T. O. W'mdus and S. T. Elbert, QCPE Bull., 10 (1990) 52. 

52 J. J. P. Stewart, MOPAC 93, Copyright Fujitsu, Tokyo, Japan, 1993. 
53 D. E. Williams, Quantum Chemistry Program Exchange (QCPE) no. 481, 1983. 

Zusammenfassung B Eine kurze Ubersicht fiber die theoretischen M6glichkeiten der Bestim- 
mung yon energetischen und thermodynamiscben Eigenschaffen yon chemischen Substanzen in 
gasf6rmigen und kondensierten (festen und flfissigen) Phasen wlrd gegeben. Die 0berlegungen 
umfassen quantenchemiscbe Methoden, die die Auswertung von energetischen Gr6fJen und 
statistischen thermodynamischen Abh~ngigkeiten ermSglichen, die ffir die Bestimmung anderer 
thermodynamischer Charakteristika erforderlich sind. M6gliche Anwendungen dieser Methoden 
werden ebenfalls diskutiert. 
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